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matter of competition where different state, 
international and corporate actors have been 
proposing their approaches and similarly 
aiming to influence future AI standards in 
preferred ways, meaning that the contest is 
far more complex than before.

Therefore, the EU finds itself in the geo-
politics of AI and its governance. Its own re-
sponse and proposal to that – the already 
mentioned AI Act based on the ‘rights-driven 
approach’ arguing for agreed rules, liberal 
democratic values, and multilateral coopera-
tion(4). By establishing different categories of 
risks, the AI Act suggests that we need to 
investigate use cases of AI: prohibit those that 
are unacceptable in terms of the European 
values and strictly monitor and regulate  
those that might cause harm to fundamental  
rights. In this way, safety, transparency, and  

After official adoption of the Regulation 
AI Act in March 2024, Commission President 
Ursula von der Leyen stated that ‘The EU’s AI 
Act is the first-ever comprehensive legal 
framework on Artificial Intelligence world-
wide. So, this is a historic moment. The AI Act 
transposes European values to a new era’(1). 
Thus, the emerging EU AI policy has been 
presented as not just another policy initiative 
of the Digital Decade, the EU framework to-
wards digitalisation by 2030, but also as a 
defining point of European techno-politics, a 
new era. And the EU desires to be influential 
in it. 

A potential of such influence has not 
come from vacuum. The case of AI has been 
built on a success story of the EU’s General 
Data Protection Regulation (GDPR), seen as 
a prove that ‘the EU is capable of setting rules 
impacting the digital economy globally’(2). 
This has even been titled as the ‘Brussels ef-
fect’ - to export EU adopted regulation to 
global markets(3). No surprise that the leaders 
of the EU institutions have used the opportu-
nity to claim the moment of history here 
presuming that being a pioneer of the AI 
legislation will push others to follow the lead. 
However, differently from GDPR which came 
as a novelty in 2016, AI has already been a 
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that such claims will not be challenged by new 
forms and breakthroughs in AI. Therefore, 
resilience and adaptability might become 
another argument to claim EU rules and over-
all approach as common ground potentially 
attractive to others as well. 

Though the EU has already received a lot 
of interest and aims to build digital partner-
ships with like-minded, the question on others 
following this example is not without a reason. 
Differing positions are already noticeable as 
well: fir instance, despite introducing the EU-
US Trade and Technology Council in 2021 to 
align views, visions on AI governance between 
the EU and the US stress different priorities. 
As mentioned, for the EU it is about establish-
ing regulation on uses of AI which are required 
to meet European values and respect funda-
mental rights. Where the US remains market-
flexible and focused on voluntary conducts 
and agreements with businesses rather than 
setting binding regulation. Also, the other 
significant difference between the two – stra-
tegic documents suggest that the US highly 
prioritizes the security and military matters of 
AI and builds its thinking on that as well. While 
the EU’s AI Act excludes the military element 
from the policy scope and places it within the 
field of single market.

trustworthiness should be guaranteed as 
reassurance that AI will not be employed for 
malicious actions against European citizens. 

The outgoing European Commission will 
certain place the ‘tick’ to the adoption of the 
AI Act as one of the major achievements in 
the field of digital policies during this term. 
However, as AI developments could be con-
sidered as ‘moving target’ due to constant 
improvements and new applications, the 
implementation phase will not be less testing. 
How these agreed and adopted rules will 
work, how introduced concepts such as hu-
man-centrism and trustworthy AI will be 
turned into practices, not the least - what 
mistakes and successes will emerge as lessons 
and breakthroughs. Therefore, lessons 
learned might become even more important 
arguments for influence than the adoption of 
the rules. 

Also, temporality plays a big part in these 
considerations as well. When the European 
Commission released its initial Proposal for 
Regulation the AI Act back in April 2021, such 
a widespread accessibility of ChatGPT was 
not on a horizon. Though the architects of the 
AI Act claim that it is the future-proof piece 
of legislation and leaves enough room for 
maneuvering in the future, there is little doubt 

“In this way, safety, 

transparency, and 

trustworthiness should  

be guaranteed as reassurance 

that AI will not be employed  

for malicious actions against 

European citizens.”
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strengthen its voice internationally where 
advocating for respect to human rights, trans-
parency or multilateral engagement does not 
seem to be opposing to more strategic views. 

The current security situation in Europe 
brings another point of temporality where the 
changing international and regional environ-
ment suggests increasing relevance of emerg-
ing technologies including AI. As mentioned, 
the EU has been already discussing the extent 
of defence integration and moving beyond 
existing taboos that military and security is 
not a part of a ‘mandate’ of the peace project. 
Therefore, the decision to exclude the military 
realm from the AI policy scope could be  

reconsidered to come 
up with a more com-
prehensive outline of 
issues at stake. Again, 
this is not completely 
new for the EU know-
ing that the European 
Defence Agency and 
Directorate-General 
for Defence Industry 
and Space have been 
initiating and sup-
porting various R&D 
programs and instru-
ments related to mili-
tary AI. Given the dual 
use nature of AI, such 
a conversation seems 
to be inevitable and 
would bring even 
more openness and 
leverage internation-
ally where military AI 
is already brought by 

the US, China and even Big Tech companies. 
Finally, it would demonstrate readiness for 
this new era which unfortunately turns out to 
be less secure and more competitive.

Looking ahead, this exclusion could be-
come one of the important limitations of the 
EU efforts to set the tone internationally.  
Of course, in the case of the EU this always 
bounces back to the point of shared compe-
tences where military and security matters 
are put as exclusively disposed by member 
states. Therefore, the AI Act is presented  
as representing the given mandate to the 
European Commission and the legal basis of 
single market. However, recent practices – the 
European Defence Fund, the EU Defence 
Technological and Industrial Base and the 
Global Tech Panel - suggest that the ambition 
of geopolitical Commission also comes with 
more proactiveness 
in approaching tech-
nologies through the 
lens of defence and 
security matters as 
well.

Secondly, the 
changing internation-
al environment and 
the Russia’s invasion 
to Ukraine also chal-
lenges to reconsider 
the role of emerging 
technologies includ-
ing AI for security. 
Ukrainian experience 
and already evolving 
technological solu-
tions in the battlefield 
suggest the involve-
ment of private com-
panies testing their 
applications, AI en-
abling role and wea-
ponisation of dual use technologies such as 
drones. Therefore, The EU will inevitably be 
contested to come up with a more compre-
hensive approach towards military AI. The EU 
Strategic Compass for Security and Defence 
and the European Defence Industrial Strategy 
released by the European Commission sug-
gests that the EU reacts to security chal-
lenges and discusses EU-level defence 
integration where technologies are also in-
volved. 

 Therefore, after adopting the AI Act, the 
EU should consider moving from a fragment-
ed debate towards a more articulated position 
on AI in the military realm. This would even 

“.. . it is about 

establishing 

regulation 

on uses of 

AI which are 

required 

to meet 

European 

values and 

respect 

fundamental 

rights...”
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